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# Data

In part, this will be an exercise in “programming to the data”. To complete these, you should need only 0.05, 0, 1, 2 and 3 as numeric constants; all other numeric values should come from the data. All the values you will need are defined below:

CaloriesPerRecipeMean <- c(2123.8, 2122.3, 2089.9, 2250.0, 2234.2, 2249.6, 3051.9)  
CaloriesPerRecipeSD <- c(1050.0, 1002.3, 1009.6, 1078.6, 1089.2, 1094.8, 1496.2)  
CaloriesPerServingMean <- c(268.1, 271.1, 280.9, 294.7, 285.6, 288.6, 384.4)  
CaloriesPerServingSD <- c(124.8, 124.2, 116.2, 117.7, 118.3, 122.0, 168.3)  
ServingsPerRecipeMean <- c(12.9, 12.9, 13.0, 12.7, 12.4, 12.4, 12.7)  
ServingsPerRecipeSD <- c(13.3, 13.3, 14.5, 14.6, 14.3, 14.3, 13.0)  
sample.size <- 18  
tenth.increment <- 0.10  
idx.1936 <- 1  
idx.2006 <- length(CaloriesPerRecipeMean)  
idxs36\_07 <- c(idx.1936,idx.2006)  
alpha=0.05

If you find yourself at a point where you feel you must write in your code a numeric value other than c(0.05,0,1,2,3), say, 7, you can do that, but before turning in your code, review this list to see if that value might be in the list, or where such a value might come from in the data.

You will lose 0.5 points for each exercise that requires a numeric constant in your code, other than c(0.05,0,1,2,3), unless you can make a strong argument otherwise.

# Instructions.

The instructions for this homework are different from the previous two:

* There are 6 exercises. Choose 4 to be graded.
* One of the exercises must be completed in both SAS and R. Make sure you document this in the output.
* The other 3 exercises are to be complete in either R or SAS. Make sure you document this in the output.
* You may choose to work the other exercises. If you do, put these *after* the exercises you want graded. Otherwise, we’ll grade the first four exercises and stop grading there. Time permitting, we’ll provide feedback on the additional exercises.
* Exercises 1 and 2 have unit tests; put your code where specified and do not change the unit test chunks.
* This homework is an exercise in working with arrays, array operations and array functions. We haven’t covered iteration in lecture and you should be able to complete this exercise without iteration (for loops, etc). You will not get credit for solutions that require iteration. Similarly, do not use packages for this homework; work in base R.
* You are not required to write additional (other than previous Homework) functions for this exercise, but you may. You will be expected to clearly document additional functions - identify the expected inputs and outputs.

Some of the exercises have detailed instructions and are divided into parts You might find it easier use separate code chunks for each part and divide the work into phases. I find it helpful, in SAS IML, to print("Part a"), etc, preceding phases.

Review your typeset code to ensure that it is readable and appropriately formatted and that all your comments are legible and clearly distinquished from the instructions. It might be a good idea to put your comments in *italicized text*. Don’t use # in literate text,

# it looks like shouting.

This exercise has a lot of equations that don’t always typeset well in Word, so you may wish to refer to the typeset version of this file uploaded to D2L.

You will be asked to reuse functions from the last homework. Copy them into place, directly, without modification, for this exercise. If you need to modify these functions to work with these data, comment out the portions that don’t work but leave the code in place. Add new code that works, then include a comment on your change. What did you need to do as the data changed between this assignment and the last assignment?

# Exercise 1

For this exercise, we will use matrices to test significance of the difference among all the means in Wansink Table 1. This is frequently done using iteration, but we will use array operations for this exercises.

### Part a.

Create a square () matrix M\_1 () with the means for Calories per Recipe in rows, duplicated in columns:

#Generating matrix with requested parameters and assigned it to M\_1  
m\_1 <- matrix(CaloriesPerRecipeMean,nrow = 7,ncol = 7)  
m\_1

## [,1] [,2] [,3] [,4] [,5] [,6] [,7]  
## [1,] 2123.8 2123.8 2123.8 2123.8 2123.8 2123.8 2123.8  
## [2,] 2122.3 2122.3 2122.3 2122.3 2122.3 2122.3 2122.3  
## [3,] 2089.9 2089.9 2089.9 2089.9 2089.9 2089.9 2089.9  
## [4,] 2250.0 2250.0 2250.0 2250.0 2250.0 2250.0 2250.0  
## [5,] 2234.2 2234.2 2234.2 2234.2 2234.2 2234.2 2234.2  
## [6,] 2249.6 2249.6 2249.6 2249.6 2249.6 2249.6 2249.6  
## [7,] 3051.9 3051.9 3051.9 3051.9 3051.9 3051.9 3051.9

You should be able to create this from `CaloriesPerRecipeMean.

Create matrix M\_2 as the transpose of .

#Transposing matrix M\_1 and assigning the result to M\_2  
m\_2 <- t(m\_1)  
m\_2

## [,1] [,2] [,3] [,4] [,5] [,6] [,7]  
## [1,] 2123.8 2122.3 2089.9 2250 2234.2 2249.6 3051.9  
## [2,] 2123.8 2122.3 2089.9 2250 2234.2 2249.6 3051.9  
## [3,] 2123.8 2122.3 2089.9 2250 2234.2 2249.6 3051.9  
## [4,] 2123.8 2122.3 2089.9 2250 2234.2 2249.6 3051.9  
## [5,] 2123.8 2122.3 2089.9 2250 2234.2 2249.6 3051.9  
## [6,] 2123.8 2122.3 2089.9 2250 2234.2 2249.6 3051.9  
## [7,] 2123.8 2122.3 2089.9 2250 2234.2 2249.6 3051.9

Repeat this process with the corresponding standard deviations (matrices S\_1 and S\_2). These values have been defined in **Data**.

Copy your Cohen’s function from Homework 3 into this section and use the four matrices as parameters, assigning the result to d.mat. Print this matrix, then use R/IML functions to determine and print the maximum effect size among all treatment pairs.

Assign to d\_12 the element from this matrix corresponding to the effect size for years 1936 and 2006 to pass the unit test. You should be able to use idx.1936 and idx.2006 as indexes.

d\_12 <- 0  
d\_12CPR <- 0  
  
#Generating 7X7 matrix for using values from CaloriesPerRecipeSD vector  
s\_1 <- matrix(CaloriesPerRecipeSD,nrow = 7, ncol = 7)  
  
#Transposing matrix s\_1  
s\_2 <- t(s\_1)  
  
#Cohen's d function for use with Calories Per Recipe matrix  
d\_12CPR <- function(m\_1,m\_2,s\_1,s\_2) {  
d\_12\_var <- (abs(m\_1-m\_2))/(sqrt((s\_1^2 + s\_2^2)/2))  
return(d\_12\_var)  
}  
d.mat <- d\_12CPR(m\_1,m\_2,s\_1,s\_2)  
  
#Assigning element from matrix d.mat using idx.1936 and idx.2006 to determine effect size.  
d\_12 <- d.mat[max(idxs36\_07)]  
d\_12

## [1] 0.718065555553

## [1] 2

# Exercise 2.

### Part a.

Given and , create three sequences of values, x1 = , x2 = and x3 = , using increments defined by tenth.increment. Use your likelihood function from Homework 2 to calculate for each sequence.

Plot vs for x3.

Calculate and print the sum of each of these sequences, multiplied by the increment value.

Assign appropriate values from one of the sequences to l\_1 and l\_2 to pass the unit tests for this exercise (hint - should be at the midpoint of the sequence, index relative to this element).

mu <- 0  
sigma <- 1  
  
# Generating sequences for x1,x2 and x3  
x1 <- seq(from=(mu-sigma),to=(mu+sigma),by=tenth.increment)  
x2 <- seq(from=(mu-2\*sigma),to=(mu+2\*sigma),by=tenth.increment)  
x3 <- seq(from=(mu-3\*sigma),to=(mu+3\*sigma),by=tenth.increment)  
  
L\_1 <- 0  
L\_2 <- 0  
L\_3 <- 0  
  
# Assigning values to l\_1 and l\_2 for unit testing  
L\_1 <- (1/(sigma \* sqrt(2 \* pi))) \* (exp(-((x1-mu)^2)/(2\*sigma^2)))  
l\_1 <- L\_1[(length(x1)/2)]  
L\_2 <- (1/(sigma \* sqrt(2 \* pi))) \* (exp(-((x2-mu)^2)/(2\*sigma^2)))  
l\_2 <- L\_2[(length(x2)/2)-1]  
L\_3 <- (1/(sigma \* sqrt(2 \* pi))) \* (exp(-((x3-mu)^2)/(2\*sigma^2)))  
  
  
  
# Plotting L vs x  
plot(x3,L\_3)

![](data:image/png;base64,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)

# Calculating sequence sums  
sum(x1)\*tenth.increment

## [1] 1.11022302463e-16

sum(x2)\*tenth.increment

## [1] 4.66293670343e-16

sum(x3)\*tenth.increment

## [1] 1.06581410364e-15

### Part b.

Create a sequence from , incremented by tenth.increment, given and for Servings per Recipe, 1936, from Wansink Table 1 (use idx.1936), and use your likelihood function to calculate , given and for Servings per Recipe, 1936.

Plot vs . Comment on the similarities or differences between the plots in parts a and b.

Calculate and print the sum of this series, multiplied by tenth.increment. Compare this sum to the sum in part a.

mu <- ServingsPerRecipeMean[idx.1936]  
sigma <- ServingsPerRecipeSD[idx.1936]  
  
# Generating sequence and assigning to x3  
x3 <- seq(from=(mu-3\*sigma),to=(mu+3\*sigma),by=tenth.increment)   
x3

## [1] -2.7000000000e+01 -2.6900000000e+01 -2.6800000000e+01  
## [4] -2.6700000000e+01 -2.6600000000e+01 -2.6500000000e+01  
## [7] -2.6400000000e+01 -2.6300000000e+01 -2.6200000000e+01  
## [10] -2.6100000000e+01 -2.6000000000e+01 -2.5900000000e+01  
## [13] -2.5800000000e+01 -2.5700000000e+01 -2.5600000000e+01  
## [16] -2.5500000000e+01 -2.5400000000e+01 -2.5300000000e+01  
## [19] -2.5200000000e+01 -2.5100000000e+01 -2.5000000000e+01  
## [22] -2.4900000000e+01 -2.4800000000e+01 -2.4700000000e+01  
## [25] -2.4600000000e+01 -2.4500000000e+01 -2.4400000000e+01  
## [28] -2.4300000000e+01 -2.4200000000e+01 -2.4100000000e+01  
## [31] -2.4000000000e+01 -2.3900000000e+01 -2.3800000000e+01  
## [34] -2.3700000000e+01 -2.3600000000e+01 -2.3500000000e+01  
## [37] -2.3400000000e+01 -2.3300000000e+01 -2.3200000000e+01  
## [40] -2.3100000000e+01 -2.3000000000e+01 -2.2900000000e+01  
## [43] -2.2800000000e+01 -2.2700000000e+01 -2.2600000000e+01  
## [46] -2.2500000000e+01 -2.2400000000e+01 -2.2300000000e+01  
## [49] -2.2200000000e+01 -2.2100000000e+01 -2.2000000000e+01  
## [52] -2.1900000000e+01 -2.1800000000e+01 -2.1700000000e+01  
## [55] -2.1600000000e+01 -2.1500000000e+01 -2.1400000000e+01  
## [58] -2.1300000000e+01 -2.1200000000e+01 -2.1100000000e+01  
## [61] -2.1000000000e+01 -2.0900000000e+01 -2.0800000000e+01  
## [64] -2.0700000000e+01 -2.0600000000e+01 -2.0500000000e+01  
## [67] -2.0400000000e+01 -2.0300000000e+01 -2.0200000000e+01  
## [70] -2.0100000000e+01 -2.0000000000e+01 -1.9900000000e+01  
## [73] -1.9800000000e+01 -1.9700000000e+01 -1.9600000000e+01  
## [76] -1.9500000000e+01 -1.9400000000e+01 -1.9300000000e+01  
## [79] -1.9200000000e+01 -1.9100000000e+01 -1.9000000000e+01  
## [82] -1.8900000000e+01 -1.8800000000e+01 -1.8700000000e+01  
## [85] -1.8600000000e+01 -1.8500000000e+01 -1.8400000000e+01  
## [88] -1.8300000000e+01 -1.8200000000e+01 -1.8100000000e+01  
## [91] -1.8000000000e+01 -1.7900000000e+01 -1.7800000000e+01  
## [94] -1.7700000000e+01 -1.7600000000e+01 -1.7500000000e+01  
## [97] -1.7400000000e+01 -1.7300000000e+01 -1.7200000000e+01  
## [100] -1.7100000000e+01 -1.7000000000e+01 -1.6900000000e+01  
## [103] -1.6800000000e+01 -1.6700000000e+01 -1.6600000000e+01  
## [106] -1.6500000000e+01 -1.6400000000e+01 -1.6300000000e+01  
## [109] -1.6200000000e+01 -1.6100000000e+01 -1.6000000000e+01  
## [112] -1.5900000000e+01 -1.5800000000e+01 -1.5700000000e+01  
## [115] -1.5600000000e+01 -1.5500000000e+01 -1.5400000000e+01  
## [118] -1.5300000000e+01 -1.5200000000e+01 -1.5100000000e+01  
## [121] -1.5000000000e+01 -1.4900000000e+01 -1.4800000000e+01  
## [124] -1.4700000000e+01 -1.4600000000e+01 -1.4500000000e+01  
## [127] -1.4400000000e+01 -1.4300000000e+01 -1.4200000000e+01  
## [130] -1.4100000000e+01 -1.4000000000e+01 -1.3900000000e+01  
## [133] -1.3800000000e+01 -1.3700000000e+01 -1.3600000000e+01  
## [136] -1.3500000000e+01 -1.3400000000e+01 -1.3300000000e+01  
## [139] -1.3200000000e+01 -1.3100000000e+01 -1.3000000000e+01  
## [142] -1.2900000000e+01 -1.2800000000e+01 -1.2700000000e+01  
## [145] -1.2600000000e+01 -1.2500000000e+01 -1.2400000000e+01  
## [148] -1.2300000000e+01 -1.2200000000e+01 -1.2100000000e+01  
## [151] -1.2000000000e+01 -1.1900000000e+01 -1.1800000000e+01  
## [154] -1.1700000000e+01 -1.1600000000e+01 -1.1500000000e+01  
## [157] -1.1400000000e+01 -1.1300000000e+01 -1.1200000000e+01  
## [160] -1.1100000000e+01 -1.1000000000e+01 -1.0900000000e+01  
## [163] -1.0800000000e+01 -1.0700000000e+01 -1.0600000000e+01  
## [166] -1.0500000000e+01 -1.0400000000e+01 -1.0300000000e+01  
## [169] -1.0200000000e+01 -1.0100000000e+01 -1.0000000000e+01  
## [172] -9.9000000000e+00 -9.8000000000e+00 -9.7000000000e+00  
## [175] -9.6000000000e+00 -9.5000000000e+00 -9.4000000000e+00  
## [178] -9.3000000000e+00 -9.2000000000e+00 -9.1000000000e+00  
## [181] -9.0000000000e+00 -8.9000000000e+00 -8.8000000000e+00  
## [184] -8.7000000000e+00 -8.6000000000e+00 -8.5000000000e+00  
## [187] -8.4000000000e+00 -8.3000000000e+00 -8.2000000000e+00  
## [190] -8.1000000000e+00 -8.0000000000e+00 -7.9000000000e+00  
## [193] -7.8000000000e+00 -7.7000000000e+00 -7.6000000000e+00  
## [196] -7.5000000000e+00 -7.4000000000e+00 -7.3000000000e+00  
## [199] -7.2000000000e+00 -7.1000000000e+00 -7.0000000000e+00  
## [202] -6.9000000000e+00 -6.8000000000e+00 -6.7000000000e+00  
## [205] -6.6000000000e+00 -6.5000000000e+00 -6.4000000000e+00  
## [208] -6.3000000000e+00 -6.2000000000e+00 -6.1000000000e+00  
## [211] -6.0000000000e+00 -5.9000000000e+00 -5.8000000000e+00  
## [214] -5.7000000000e+00 -5.6000000000e+00 -5.5000000000e+00  
## [217] -5.4000000000e+00 -5.3000000000e+00 -5.2000000000e+00  
## [220] -5.1000000000e+00 -5.0000000000e+00 -4.9000000000e+00  
## [223] -4.8000000000e+00 -4.7000000000e+00 -4.6000000000e+00  
## [226] -4.5000000000e+00 -4.4000000000e+00 -4.3000000000e+00  
## [229] -4.2000000000e+00 -4.1000000000e+00 -4.0000000000e+00  
## [232] -3.9000000000e+00 -3.8000000000e+00 -3.7000000000e+00  
## [235] -3.6000000000e+00 -3.5000000000e+00 -3.4000000000e+00  
## [238] -3.3000000000e+00 -3.2000000000e+00 -3.1000000000e+00  
## [241] -3.0000000000e+00 -2.9000000000e+00 -2.8000000000e+00  
## [244] -2.7000000000e+00 -2.6000000000e+00 -2.5000000000e+00  
## [247] -2.4000000000e+00 -2.3000000000e+00 -2.2000000000e+00  
## [250] -2.1000000000e+00 -2.0000000000e+00 -1.9000000000e+00  
## [253] -1.8000000000e+00 -1.7000000000e+00 -1.6000000000e+00  
## [256] -1.5000000000e+00 -1.4000000000e+00 -1.3000000000e+00  
## [259] -1.2000000000e+00 -1.1000000000e+00 -1.0000000000e+00  
## [262] -9.0000000000e-01 -8.0000000000e-01 -7.0000000000e-01  
## [265] -6.0000000000e-01 -5.0000000000e-01 -4.0000000000e-01  
## [268] -3.0000000000e-01 -2.0000000000e-01 -1.0000000000e-01  
## [271] -7.1054273576e-15 1.0000000000e-01 2.0000000000e-01  
## [274] 3.0000000000e-01 4.0000000000e-01 5.0000000000e-01  
## [277] 6.0000000000e-01 7.0000000000e-01 8.0000000000e-01  
## [280] 9.0000000000e-01 1.0000000000e+00 1.1000000000e+00  
## [283] 1.2000000000e+00 1.3000000000e+00 1.4000000000e+00  
## [286] 1.5000000000e+00 1.6000000000e+00 1.7000000000e+00  
## [289] 1.8000000000e+00 1.9000000000e+00 2.0000000000e+00  
## [292] 2.1000000000e+00 2.2000000000e+00 2.3000000000e+00  
## [295] 2.4000000000e+00 2.5000000000e+00 2.6000000000e+00  
## [298] 2.7000000000e+00 2.8000000000e+00 2.9000000000e+00  
## [301] 3.0000000000e+00 3.1000000000e+00 3.2000000000e+00  
## [304] 3.3000000000e+00 3.4000000000e+00 3.5000000000e+00  
## [307] 3.6000000000e+00 3.7000000000e+00 3.8000000000e+00  
## [310] 3.9000000000e+00 4.0000000000e+00 4.1000000000e+00  
## [313] 4.2000000000e+00 4.3000000000e+00 4.4000000000e+00  
## [316] 4.5000000000e+00 4.6000000000e+00 4.7000000000e+00  
## [319] 4.8000000000e+00 4.9000000000e+00 5.0000000000e+00  
## [322] 5.1000000000e+00 5.2000000000e+00 5.3000000000e+00  
## [325] 5.4000000000e+00 5.5000000000e+00 5.6000000000e+00  
## [328] 5.7000000000e+00 5.8000000000e+00 5.9000000000e+00  
## [331] 6.0000000000e+00 6.1000000000e+00 6.2000000000e+00  
## [334] 6.3000000000e+00 6.4000000000e+00 6.5000000000e+00  
## [337] 6.6000000000e+00 6.7000000000e+00 6.8000000000e+00  
## [340] 6.9000000000e+00 7.0000000000e+00 7.1000000000e+00  
## [343] 7.2000000000e+00 7.3000000000e+00 7.4000000000e+00  
## [346] 7.5000000000e+00 7.6000000000e+00 7.7000000000e+00  
## [349] 7.8000000000e+00 7.9000000000e+00 8.0000000000e+00  
## [352] 8.1000000000e+00 8.2000000000e+00 8.3000000000e+00  
## [355] 8.4000000000e+00 8.5000000000e+00 8.6000000000e+00  
## [358] 8.7000000000e+00 8.8000000000e+00 8.9000000000e+00  
## [361] 9.0000000000e+00 9.1000000000e+00 9.2000000000e+00  
## [364] 9.3000000000e+00 9.4000000000e+00 9.5000000000e+00  
## [367] 9.6000000000e+00 9.7000000000e+00 9.8000000000e+00  
## [370] 9.9000000000e+00 1.0000000000e+01 1.0100000000e+01  
## [373] 1.0200000000e+01 1.0300000000e+01 1.0400000000e+01  
## [376] 1.0500000000e+01 1.0600000000e+01 1.0700000000e+01  
## [379] 1.0800000000e+01 1.0900000000e+01 1.1000000000e+01  
## [382] 1.1100000000e+01 1.1200000000e+01 1.1300000000e+01  
## [385] 1.1400000000e+01 1.1500000000e+01 1.1600000000e+01  
## [388] 1.1700000000e+01 1.1800000000e+01 1.1900000000e+01  
## [391] 1.2000000000e+01 1.2100000000e+01 1.2200000000e+01  
## [394] 1.2300000000e+01 1.2400000000e+01 1.2500000000e+01  
## [397] 1.2600000000e+01 1.2700000000e+01 1.2800000000e+01  
## [400] 1.2900000000e+01 1.3000000000e+01 1.3100000000e+01  
## [403] 1.3200000000e+01 1.3300000000e+01 1.3400000000e+01  
## [406] 1.3500000000e+01 1.3600000000e+01 1.3700000000e+01  
## [409] 1.3800000000e+01 1.3900000000e+01 1.4000000000e+01  
## [412] 1.4100000000e+01 1.4200000000e+01 1.4300000000e+01  
## [415] 1.4400000000e+01 1.4500000000e+01 1.4600000000e+01  
## [418] 1.4700000000e+01 1.4800000000e+01 1.4900000000e+01  
## [421] 1.5000000000e+01 1.5100000000e+01 1.5200000000e+01  
## [424] 1.5300000000e+01 1.5400000000e+01 1.5500000000e+01  
## [427] 1.5600000000e+01 1.5700000000e+01 1.5800000000e+01  
## [430] 1.5900000000e+01 1.6000000000e+01 1.6100000000e+01  
## [433] 1.6200000000e+01 1.6300000000e+01 1.6400000000e+01  
## [436] 1.6500000000e+01 1.6600000000e+01 1.6700000000e+01  
## [439] 1.6800000000e+01 1.6900000000e+01 1.7000000000e+01  
## [442] 1.7100000000e+01 1.7200000000e+01 1.7300000000e+01  
## [445] 1.7400000000e+01 1.7500000000e+01 1.7600000000e+01  
## [448] 1.7700000000e+01 1.7800000000e+01 1.7900000000e+01  
## [451] 1.8000000000e+01 1.8100000000e+01 1.8200000000e+01  
## [454] 1.8300000000e+01 1.8400000000e+01 1.8500000000e+01  
## [457] 1.8600000000e+01 1.8700000000e+01 1.8800000000e+01  
## [460] 1.8900000000e+01 1.9000000000e+01 1.9100000000e+01  
## [463] 1.9200000000e+01 1.9300000000e+01 1.9400000000e+01  
## [466] 1.9500000000e+01 1.9600000000e+01 1.9700000000e+01  
## [469] 1.9800000000e+01 1.9900000000e+01 2.0000000000e+01  
## [472] 2.0100000000e+01 2.0200000000e+01 2.0300000000e+01  
## [475] 2.0400000000e+01 2.0500000000e+01 2.0600000000e+01  
## [478] 2.0700000000e+01 2.0800000000e+01 2.0900000000e+01  
## [481] 2.1000000000e+01 2.1100000000e+01 2.1200000000e+01  
## [484] 2.1300000000e+01 2.1400000000e+01 2.1500000000e+01  
## [487] 2.1600000000e+01 2.1700000000e+01 2.1800000000e+01  
## [490] 2.1900000000e+01 2.2000000000e+01 2.2100000000e+01  
## [493] 2.2200000000e+01 2.2300000000e+01 2.2400000000e+01  
## [496] 2.2500000000e+01 2.2600000000e+01 2.2700000000e+01  
## [499] 2.2800000000e+01 2.2900000000e+01 2.3000000000e+01  
## [502] 2.3100000000e+01 2.3200000000e+01 2.3300000000e+01  
## [505] 2.3400000000e+01 2.3500000000e+01 2.3600000000e+01  
## [508] 2.3700000000e+01 2.3800000000e+01 2.3900000000e+01  
## [511] 2.4000000000e+01 2.4100000000e+01 2.4200000000e+01  
## [514] 2.4300000000e+01 2.4400000000e+01 2.4500000000e+01  
## [517] 2.4600000000e+01 2.4700000000e+01 2.4800000000e+01  
## [520] 2.4900000000e+01 2.5000000000e+01 2.5100000000e+01  
## [523] 2.5200000000e+01 2.5300000000e+01 2.5400000000e+01  
## [526] 2.5500000000e+01 2.5600000000e+01 2.5700000000e+01  
## [529] 2.5800000000e+01 2.5900000000e+01 2.6000000000e+01  
## [532] 2.6100000000e+01 2.6200000000e+01 2.6300000000e+01  
## [535] 2.6400000000e+01 2.6500000000e+01 2.6600000000e+01  
## [538] 2.6700000000e+01 2.6800000000e+01 2.6900000000e+01  
## [541] 2.7000000000e+01 2.7100000000e+01 2.7200000000e+01  
## [544] 2.7300000000e+01 2.7400000000e+01 2.7500000000e+01  
## [547] 2.7600000000e+01 2.7700000000e+01 2.7800000000e+01  
## [550] 2.7900000000e+01 2.8000000000e+01 2.8100000000e+01  
## [553] 2.8200000000e+01 2.8300000000e+01 2.8400000000e+01  
## [556] 2.8500000000e+01 2.8600000000e+01 2.8700000000e+01  
## [559] 2.8800000000e+01 2.8900000000e+01 2.9000000000e+01  
## [562] 2.9100000000e+01 2.9200000000e+01 2.9300000000e+01  
## [565] 2.9400000000e+01 2.9500000000e+01 2.9600000000e+01  
## [568] 2.9700000000e+01 2.9800000000e+01 2.9900000000e+01  
## [571] 3.0000000000e+01 3.0100000000e+01 3.0200000000e+01  
## [574] 3.0300000000e+01 3.0400000000e+01 3.0500000000e+01  
## [577] 3.0600000000e+01 3.0700000000e+01 3.0800000000e+01  
## [580] 3.0900000000e+01 3.1000000000e+01 3.1100000000e+01  
## [583] 3.1200000000e+01 3.1300000000e+01 3.1400000000e+01  
## [586] 3.1500000000e+01 3.1600000000e+01 3.1700000000e+01  
## [589] 3.1800000000e+01 3.1900000000e+01 3.2000000000e+01  
## [592] 3.2100000000e+01 3.2200000000e+01 3.2300000000e+01  
## [595] 3.2400000000e+01 3.2500000000e+01 3.2600000000e+01  
## [598] 3.2700000000e+01 3.2800000000e+01 3.2900000000e+01  
## [601] 3.3000000000e+01 3.3100000000e+01 3.3200000000e+01  
## [604] 3.3300000000e+01 3.3400000000e+01 3.3500000000e+01  
## [607] 3.3600000000e+01 3.3700000000e+01 3.3800000000e+01  
## [610] 3.3900000000e+01 3.4000000000e+01 3.4100000000e+01  
## [613] 3.4200000000e+01 3.4300000000e+01 3.4400000000e+01  
## [616] 3.4500000000e+01 3.4600000000e+01 3.4700000000e+01  
## [619] 3.4800000000e+01 3.4900000000e+01 3.5000000000e+01  
## [622] 3.5100000000e+01 3.5200000000e+01 3.5300000000e+01  
## [625] 3.5400000000e+01 3.5500000000e+01 3.5600000000e+01  
## [628] 3.5700000000e+01 3.5800000000e+01 3.5900000000e+01  
## [631] 3.6000000000e+01 3.6100000000e+01 3.6200000000e+01  
## [634] 3.6300000000e+01 3.6400000000e+01 3.6500000000e+01  
## [637] 3.6600000000e+01 3.6700000000e+01 3.6800000000e+01  
## [640] 3.6900000000e+01 3.7000000000e+01 3.7100000000e+01  
## [643] 3.7200000000e+01 3.7300000000e+01 3.7400000000e+01  
## [646] 3.7500000000e+01 3.7600000000e+01 3.7700000000e+01  
## [649] 3.7800000000e+01 3.7900000000e+01 3.8000000000e+01  
## [652] 3.8100000000e+01 3.8200000000e+01 3.8300000000e+01  
## [655] 3.8400000000e+01 3.8500000000e+01 3.8600000000e+01  
## [658] 3.8700000000e+01 3.8800000000e+01 3.8900000000e+01  
## [661] 3.9000000000e+01 3.9100000000e+01 3.9200000000e+01  
## [664] 3.9300000000e+01 3.9400000000e+01 3.9500000000e+01  
## [667] 3.9600000000e+01 3.9700000000e+01 3.9800000000e+01  
## [670] 3.9900000000e+01 4.0000000000e+01 4.0100000000e+01  
## [673] 4.0200000000e+01 4.0300000000e+01 4.0400000000e+01  
## [676] 4.0500000000e+01 4.0600000000e+01 4.0700000000e+01  
## [679] 4.0800000000e+01 4.0900000000e+01 4.1000000000e+01  
## [682] 4.1100000000e+01 4.1200000000e+01 4.1300000000e+01  
## [685] 4.1400000000e+01 4.1500000000e+01 4.1600000000e+01  
## [688] 4.1700000000e+01 4.1800000000e+01 4.1900000000e+01  
## [691] 4.2000000000e+01 4.2100000000e+01 4.2200000000e+01  
## [694] 4.2300000000e+01 4.2400000000e+01 4.2500000000e+01  
## [697] 4.2600000000e+01 4.2700000000e+01 4.2800000000e+01  
## [700] 4.2900000000e+01 4.3000000000e+01 4.3100000000e+01  
## [703] 4.3200000000e+01 4.3300000000e+01 4.3400000000e+01  
## [706] 4.3500000000e+01 4.3600000000e+01 4.3700000000e+01  
## [709] 4.3800000000e+01 4.3900000000e+01 4.4000000000e+01  
## [712] 4.4100000000e+01 4.4200000000e+01 4.4300000000e+01  
## [715] 4.4400000000e+01 4.4500000000e+01 4.4600000000e+01  
## [718] 4.4700000000e+01 4.4800000000e+01 4.4900000000e+01  
## [721] 4.5000000000e+01 4.5100000000e+01 4.5200000000e+01  
## [724] 4.5300000000e+01 4.5400000000e+01 4.5500000000e+01  
## [727] 4.5600000000e+01 4.5700000000e+01 4.5800000000e+01  
## [730] 4.5900000000e+01 4.6000000000e+01 4.6100000000e+01  
## [733] 4.6200000000e+01 4.6300000000e+01 4.6400000000e+01  
## [736] 4.6500000000e+01 4.6600000000e+01 4.6700000000e+01  
## [739] 4.6800000000e+01 4.6900000000e+01 4.7000000000e+01  
## [742] 4.7100000000e+01 4.7200000000e+01 4.7300000000e+01  
## [745] 4.7400000000e+01 4.7500000000e+01 4.7600000000e+01  
## [748] 4.7700000000e+01 4.7800000000e+01 4.7900000000e+01  
## [751] 4.8000000000e+01 4.8100000000e+01 4.8200000000e+01  
## [754] 4.8300000000e+01 4.8400000000e+01 4.8500000000e+01  
## [757] 4.8600000000e+01 4.8700000000e+01 4.8800000000e+01  
## [760] 4.8900000000e+01 4.9000000000e+01 4.9100000000e+01  
## [763] 4.9200000000e+01 4.9300000000e+01 4.9400000000e+01  
## [766] 4.9500000000e+01 4.9600000000e+01 4.9700000000e+01  
## [769] 4.9800000000e+01 4.9900000000e+01 5.0000000000e+01  
## [772] 5.0100000000e+01 5.0200000000e+01 5.0300000000e+01  
## [775] 5.0400000000e+01 5.0500000000e+01 5.0600000000e+01  
## [778] 5.0700000000e+01 5.0800000000e+01 5.0900000000e+01  
## [781] 5.1000000000e+01 5.1100000000e+01 5.1200000000e+01  
## [784] 5.1300000000e+01 5.1400000000e+01 5.1500000000e+01  
## [787] 5.1600000000e+01 5.1700000000e+01 5.1800000000e+01  
## [790] 5.1900000000e+01 5.2000000000e+01 5.2100000000e+01  
## [793] 5.2200000000e+01 5.2300000000e+01 5.2400000000e+01  
## [796] 5.2500000000e+01 5.2600000000e+01 5.2700000000e+01  
## [799] 5.2800000000e+01

mu <- 0  
sigma <- 1  
  
# Using likelihood function to calculate L as requested  
L\_3 <- (1/(sigma \* sqrt(2 \* pi))) \* exp(-((x3-mu)^2)/(2\*sigma^2))  
L\_3

## [1] 1.99788925917e-159 2.95797868936e-158 4.33586473072e-157  
## [4] 6.29235858293e-156 9.04082906449e-155 1.28605667407e-153  
## [7] 1.81121085431e-152 2.52542788783e-151 3.48624566291e-150  
## [10] 4.76472738214e-149 6.44725997140e-148 8.63712814485e-147  
## [13] 1.14556727492e-145 1.50428072134e-144 1.95566397502e-143  
## [16] 2.51719370519e-142 3.20771735221e-141 4.04699441542e-140  
## [19] 5.05505833754e-139 6.25139288159e-138 7.65392973642e-137  
## [22] 9.27788966349e-136 1.11345069563e-134 1.32296950503e-133  
## [25] 1.55627281600e-132 1.81250279355e-131 2.08991533591e-130  
## [28] 2.38580946010e-129 2.69649658687e-128 3.01731775770e-127  
## [31] 3.34271444179e-126 3.66635540525e-125 3.98131830975e-124  
## [34] 4.28032056461e-123 4.55598982411e-122 4.80116078591e-121  
## [37] 5.00918198882e-120 5.17421446324e-119 5.29150360108e-118  
## [40] 5.35760660852e-117 5.37056036502e-116 5.32997826928e-115  
## [43] 5.23706940547e-114 5.09457870396e-113 4.90665222880e-112  
## [46] 4.67863681725e-111 4.41682757926e-110 4.12817988138e-109  
## [49] 3.82000415438e-108 3.49966208663e-107 3.17428155282e-106  
## [52] 2.85050516990e-105 2.53428396652e-104 2.23072366255e-103  
## [55] 1.94398687056e-102 1.67725052285e-101 1.43271431315e-100  
## [58] 1.21165315773e-99 1.01450476809e-98 8.40982428520e-98  
## [61] 6.90202942013e-97 5.60820326279e-96 4.51157041955e-95  
## [64] 3.59326122097e-94 2.83339351514e-93 2.21198438021e-92  
## [67] 1.70967779580e-91 1.30828855468e-90 9.91173923786e-90  
## [70] 7.43452538968e-89 5.52094836216e-88 4.05911332651e-87  
## [73] 2.95464782466e-86 2.12930230833e-85 1.51923858480e-84  
## [76] 1.07317783407e-83 7.50541068645e-83 5.19677942467e-82  
## [79] 3.56246955400e-81 2.41782628292e-80 1.62463603677e-79  
## [82] 1.08079698745e-78 7.11851203924e-78 4.64185294138e-77  
## [85] 2.99675049817e-76 1.91543249167e-75 1.21210479491e-74  
## [88] 7.59399913842e-74 4.71040200309e-73 2.89269375274e-72  
## [91] 1.75874954259e-71 1.05867484136e-70 6.30925735560e-70  
## [94] 3.72263921594e-69 2.17460663430e-68 1.25767238288e-67  
## [97] 7.20130815272e-67 4.08236960107e-66 2.29123852370e-65  
## [100] 1.27316689976e-64 7.00418213432e-64 3.81493003615e-63  
## [103] 2.05718230303e-62 1.09828749002e-61 5.80518880653e-61  
## [106] 3.03790169879e-60 1.57393987978e-59 8.07345850316e-59  
## [109] 4.10004053583e-58 2.06145442958e-57 1.02616307279e-56  
## [112] 5.05726930437e-56 2.46758905157e-55 1.19202851278e-54  
## [115] 5.70108489094e-54 2.69951302459e-53 1.26552404660e-52  
## [118] 5.87370906628e-52 2.69905364439e-51 1.22791316723e-50  
## [121] 5.53070954984e-50 2.46632952588e-49 1.08887595533e-48  
## [124] 4.75951575302e-48 2.05970102241e-47 8.82475497459e-47  
## [127] 3.74333057988e-46 1.57206595861e-45 6.53642677532e-45  
## [130] 2.69071123564e-44 1.09660655939e-43 4.42477958332e-43  
## [133] 1.76762241025e-42 6.99108224971e-42 2.73751419236e-41  
## [136] 1.06126881392e-40 4.07334767753e-40 1.54787046630e-39  
## [139] 5.82337559974e-39 2.16906240026e-38 7.99882775701e-38  
## [142] 2.92036879387e-37 1.05561635025e-36 3.77773572115e-36  
## [145] 1.33848679925e-35 4.69519535797e-35 1.63061073484e-34  
## [148] 5.60665692630e-34 1.90859913464e-33 6.43254033464e-33  
## [151] 2.14638373566e-32 7.09070266843e-32 2.31914677726e-31  
## [154] 7.50972877250e-31 2.40756113184e-30 7.64165541159e-30  
## [157] 2.40134540001e-29 7.47100227588e-29 2.30123070885e-28  
## [160] 7.01775994266e-28 2.11881925351e-27 6.33353782183e-27  
## [163] 1.87437240234e-26 5.49189783182e-26 1.59311113270e-25  
## [166] 4.57537559052e-25 1.30096161992e-24 3.66234516856e-24  
## [169] 1.02073055943e-23 2.81656654428e-23 7.69459862671e-23  
## [172] 2.08117682020e-22 5.57300002272e-22 1.47749549270e-21  
## [175] 3.87811193175e-21 1.00779353943e-20 2.59286470110e-20  
## [178] 6.60457986074e-20 1.66558803238e-19 4.15859897911e-19  
## [181] 1.02797735717e-18 2.51580577695e-18 6.09575812956e-18  
## [184] 1.46229635750e-17 3.47296274857e-17 8.16623563167e-17  
## [187] 1.90108153791e-16 4.38163943551e-16 9.99837874850e-16  
## [190] 2.25880940315e-15 5.05227108354e-15 1.11879562144e-14  
## [193] 2.45285528570e-14 5.32414837225e-14 1.14415649018e-13  
## [196] 2.43432053303e-13 5.12775363680e-13 1.06938378715e-12  
## [199] 2.20798996314e-12 4.51354367721e-12 9.13472040836e-12  
## [202] 1.83033221702e-11 3.63096150179e-11 7.13132812400e-11  
## [205] 1.38667999417e-10 2.66955661476e-10 5.08814028164e-10  
## [208] 9.60143337031e-10 1.79378390796e-09 3.31788424355e-09  
## [211] 6.07588284982e-09 1.10157636247e-08 1.97731964062e-08  
## [214] 3.51395509482e-08 6.18262050017e-08 1.07697600425e-07  
## [217] 1.85736184456e-07 3.17134921672e-07 5.36103534470e-07  
## [220] 8.97243516238e-07 1.48671951473e-06 2.43896074589e-06  
## [223] 3.96129909103e-06 6.36982517887e-06 1.01408520655e-05  
## [226] 1.59837411069e-05 2.49424712901e-05 3.85351967421e-05  
## [229] 5.89430677565e-05 8.92616571771e-05 1.33830225765e-04  
## [232] 1.98655471393e-04 2.91946925791e-04 4.24780270551e-04  
## [235] 6.11901930114e-04 8.72682695046e-04 1.23221916847e-03  
## [238] 1.72256893905e-03 2.38408820146e-03 3.26681905620e-03  
## [241] 4.43184841194e-03 5.95253241978e-03 7.91545158298e-03  
## [244] 1.04209348144e-02 1.35829692337e-02 1.75283004936e-02  
## [247] 2.23945302948e-02 2.83270377416e-02 3.54745928462e-02  
## [250] 4.39835959804e-02 5.39909665132e-02 6.56158147747e-02  
## [253] 7.89501583009e-02 9.40490773769e-02 1.10920834679e-01  
## [256] 1.29517595666e-01 1.49727465636e-01 1.71368592048e-01  
## [259] 1.94186054983e-01 2.17852177033e-01 2.41970724519e-01  
## [262] 2.66085249899e-01 2.89691552761e-01 3.12253933367e-01  
## [265] 3.33224602892e-01 3.52065326764e-01 3.68270140303e-01  
## [268] 3.81387815461e-01 3.91042693975e-01 3.96952547477e-01  
## [271] 3.98942280401e-01 3.96952547477e-01 3.91042693975e-01  
## [274] 3.81387815461e-01 3.68270140303e-01 3.52065326764e-01  
## [277] 3.33224602892e-01 3.12253933367e-01 2.89691552761e-01  
## [280] 2.66085249899e-01 2.41970724519e-01 2.17852177033e-01  
## [283] 1.94186054983e-01 1.71368592048e-01 1.49727465636e-01  
## [286] 1.29517595666e-01 1.10920834679e-01 9.40490773769e-02  
## [289] 7.89501583009e-02 6.56158147747e-02 5.39909665132e-02  
## [292] 4.39835959804e-02 3.54745928462e-02 2.83270377416e-02  
## [295] 2.23945302948e-02 1.75283004936e-02 1.35829692337e-02  
## [298] 1.04209348144e-02 7.91545158298e-03 5.95253241978e-03  
## [301] 4.43184841194e-03 3.26681905620e-03 2.38408820146e-03  
## [304] 1.72256893905e-03 1.23221916847e-03 8.72682695046e-04  
## [307] 6.11901930114e-04 4.24780270551e-04 2.91946925791e-04  
## [310] 1.98655471393e-04 1.33830225765e-04 8.92616571771e-05  
## [313] 5.89430677565e-05 3.85351967421e-05 2.49424712901e-05  
## [316] 1.59837411069e-05 1.01408520655e-05 6.36982517887e-06  
## [319] 3.96129909103e-06 2.43896074589e-06 1.48671951473e-06  
## [322] 8.97243516238e-07 5.36103534470e-07 3.17134921672e-07  
## [325] 1.85736184456e-07 1.07697600425e-07 6.18262050017e-08  
## [328] 3.51395509482e-08 1.97731964062e-08 1.10157636247e-08  
## [331] 6.07588284982e-09 3.31788424355e-09 1.79378390796e-09  
## [334] 9.60143337031e-10 5.08814028165e-10 2.66955661476e-10  
## [337] 1.38667999417e-10 7.13132812400e-11 3.63096150179e-11  
## [340] 1.83033221702e-11 9.13472040837e-12 4.51354367721e-12  
## [343] 2.20798996314e-12 1.06938378715e-12 5.12775363680e-13  
## [346] 2.43432053303e-13 1.14415649018e-13 5.32414837225e-14  
## [349] 2.45285528570e-14 1.11879562144e-14 5.05227108354e-15  
## [352] 2.25880940315e-15 9.99837874850e-16 4.38163943551e-16  
## [355] 1.90108153791e-16 8.16623563167e-17 3.47296274857e-17  
## [358] 1.46229635750e-17 6.09575812956e-18 2.51580577695e-18  
## [361] 1.02797735717e-18 4.15859897912e-19 1.66558803238e-19  
## [364] 6.60457986074e-20 2.59286470110e-20 1.00779353943e-20  
## [367] 3.87811193175e-21 1.47749549270e-21 5.57300002272e-22  
## [370] 2.08117682020e-22 7.69459862671e-23 2.81656654428e-23  
## [373] 1.02073055943e-23 3.66234516856e-24 1.30096161992e-24  
## [376] 4.57537559052e-25 1.59311113270e-25 5.49189783182e-26  
## [379] 1.87437240234e-26 6.33353782183e-27 2.11881925351e-27  
## [382] 7.01775994266e-28 2.30123070885e-28 7.47100227588e-29  
## [385] 2.40134540001e-29 7.64165541159e-30 2.40756113184e-30  
## [388] 7.50972877250e-31 2.31914677726e-31 7.09070266843e-32  
## [391] 2.14638373566e-32 6.43254033464e-33 1.90859913464e-33  
## [394] 5.60665692630e-34 1.63061073484e-34 4.69519535798e-35  
## [397] 1.33848679925e-35 3.77773572115e-36 1.05561635025e-36  
## [400] 2.92036879387e-37 7.99882775701e-38 2.16906240026e-38  
## [403] 5.82337559974e-39 1.54787046630e-39 4.07334767753e-40  
## [406] 1.06126881392e-40 2.73751419236e-41 6.99108224971e-42  
## [409] 1.76762241025e-42 4.42477958332e-43 1.09660655939e-43  
## [412] 2.69071123564e-44 6.53642677532e-45 1.57206595861e-45  
## [415] 3.74333057989e-46 8.82475497460e-47 2.05970102241e-47  
## [418] 4.75951575302e-48 1.08887595533e-48 2.46632952588e-49  
## [421] 5.53070954984e-50 1.22791316723e-50 2.69905364439e-51  
## [424] 5.87370906628e-52 1.26552404660e-52 2.69951302459e-53  
## [427] 5.70108489094e-54 1.19202851278e-54 2.46758905157e-55  
## [430] 5.05726930438e-56 1.02616307279e-56 2.06145442959e-57  
## [433] 4.10004053583e-58 8.07345850316e-59 1.57393987978e-59  
## [436] 3.03790169879e-60 5.80518880653e-61 1.09828749002e-61  
## [439] 2.05718230303e-62 3.81493003615e-63 7.00418213432e-64  
## [442] 1.27316689976e-64 2.29123852370e-65 4.08236960107e-66  
## [445] 7.20130815272e-67 1.25767238288e-67 2.17460663430e-68  
## [448] 3.72263921595e-69 6.30925735560e-70 1.05867484136e-70  
## [451] 1.75874954260e-71 2.89269375274e-72 4.71040200309e-73  
## [454] 7.59399913842e-74 1.21210479491e-74 1.91543249167e-75  
## [457] 2.99675049817e-76 4.64185294138e-77 7.11851203924e-78  
## [460] 1.08079698745e-78 1.62463603677e-79 2.41782628292e-80  
## [463] 3.56246955400e-81 5.19677942467e-82 7.50541068646e-83  
## [466] 1.07317783407e-83 1.51923858480e-84 2.12930230833e-85  
## [469] 2.95464782466e-86 4.05911332651e-87 5.52094836216e-88  
## [472] 7.43452538968e-89 9.91173923787e-90 1.30828855468e-90  
## [475] 1.70967779580e-91 2.21198438021e-92 2.83339351514e-93  
## [478] 3.59326122097e-94 4.51157041955e-95 5.60820326279e-96  
## [481] 6.90202942013e-97 8.40982428521e-98 1.01450476809e-98  
## [484] 1.21165315774e-99 1.43271431315e-100 1.67725052285e-101  
## [487] 1.94398687056e-102 2.23072366255e-103 2.53428396652e-104  
## [490] 2.85050516990e-105 3.17428155283e-106 3.49966208663e-107  
## [493] 3.82000415438e-108 4.12817988138e-109 4.41682757926e-110  
## [496] 4.67863681725e-111 4.90665222880e-112 5.09457870396e-113  
## [499] 5.23706940547e-114 5.32997826928e-115 5.37056036502e-116  
## [502] 5.35760660852e-117 5.29150360108e-118 5.17421446324e-119  
## [505] 5.00918198882e-120 4.80116078591e-121 4.55598982411e-122  
## [508] 4.28032056461e-123 3.98131830975e-124 3.66635540526e-125  
## [511] 3.34271444180e-126 3.01731775771e-127 2.69649658688e-128  
## [514] 2.38580946010e-129 2.08991533591e-130 1.81250279355e-131  
## [517] 1.55627281600e-132 1.32296950503e-133 1.11345069563e-134  
## [520] 9.27788966349e-136 7.65392973642e-137 6.25139288160e-138  
## [523] 5.05505833754e-139 4.04699441542e-140 3.20771735221e-141  
## [526] 2.51719370519e-142 1.95566397502e-143 1.50428072134e-144  
## [529] 1.14556727492e-145 8.63712814485e-147 6.44725997140e-148  
## [532] 4.76472738215e-149 3.48624566291e-150 2.52542788783e-151  
## [535] 1.81121085431e-152 1.28605667407e-153 9.04082906449e-155  
## [538] 6.29235858293e-156 4.33586473072e-157 2.95797868936e-158  
## [541] 1.99788925917e-159 1.33599501770e-160 8.84494873647e-162  
## [544] 5.79752802911e-163 3.76224825106e-164 2.41718057862e-165  
## [547] 1.53754486968e-166 9.68285784653e-168 6.03721119591e-169  
## [550] 3.72671547411e-170 2.27757747874e-171 1.37808859334e-172  
## [553] 8.25540095828e-174 4.89616742424e-175 2.87495733387e-176  
## [556] 1.67133536513e-177 9.61950793085e-179 5.48149681849e-180  
## [559] 3.09244889201e-181 1.72728082016e-182 9.55169454195e-184  
## [562] 5.22943724367e-185 2.83456578641e-186 1.52116099634e-187  
## [565] 8.08203779163e-189 4.25131835353e-190 2.21402965534e-191  
## [568] 1.14156407952e-192 5.82739170107e-194 2.94513483558e-195  
## [571] 1.47364613488e-196 7.30025938428e-198 3.58047320774e-199  
## [574] 1.73859978084e-200 8.35825983392e-202 3.97822342728e-203  
## [577] 1.87464711726e-204 8.74594901602e-206 4.03972134895e-207  
## [580] 1.84736594235e-208 8.36395160586e-210 3.74910103986e-211  
## [583] 1.66379507294e-212 7.31020536827e-214 3.17992133961e-215  
## [586] 1.36949430808e-216 5.83930474651e-218 2.46501238665e-219  
## [589] 1.03022984258e-220 4.26291036578e-222 1.74636625676e-223  
## [592] 7.08306972316e-225 2.84423029229e-226 1.13074598253e-227  
## [595] 4.45063936075e-229 1.73435026361e-230 6.69126564877e-232  
## [598] 2.55585839614e-233 9.66545627354e-235 3.61880338076e-236  
## [601] 1.34141966735e-237 4.92290445336e-239 1.78869049550e-240  
## [604] 6.43437023934e-242 2.29157433605e-243 8.08014041387e-245  
## [607] 2.82072612610e-246 9.74899818349e-248 3.33592373263e-249  
## [610] 1.13013231106e-250 3.79052640009e-252 1.25871328184e-253  
## [613] 4.13819697743e-255 1.34695336207e-256 4.34061246559e-258  
## [616] 1.38486207834e-259 4.37440599597e-261 1.36800822449e-262  
## [619] 4.23560433154e-264 1.29837191981e-265 3.94039627714e-267  
## [622] 1.18396193825e-268 3.52202664443e-270 1.03730050281e-271  
## [625] 3.02463932863e-273 8.73171710062e-275 2.49564480116e-276  
## [628] 7.06192247120e-278 1.97842764815e-279 5.48749901072e-281  
## [631] 1.50690471762e-282 4.09688888488e-284 1.10275651738e-285  
## [634] 2.93874657699e-287 7.75356968685e-289 2.02534171621e-290  
## [637] 5.23783696964e-292 1.34110474927e-293 3.39962081376e-295  
## [640] 8.53208775564e-297 2.12000655153e-298 5.21526219883e-300  
## [643] 1.27020011383e-301 3.06284629070e-303 7.31198534550e-305  
## [646] 1.72823373228e-306 4.04414480935e-308 9.36931787664e-310  
## [649] 2.14904893390e-311 4.88024573402e-313 1.09722105199e-314  
## [652] 2.44232597178e-316 5.38232644251e-318 1.17434463360e-319  
## [655] 2.53455676317e-321 5.43472210425e-323 0.00000000000e+00  
## [658] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [661] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [664] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [667] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [670] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [673] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [676] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [679] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [682] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [685] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [688] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [691] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [694] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [697] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [700] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [703] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [706] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [709] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [712] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [715] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [718] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [721] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [724] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [727] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [730] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [733] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [736] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [739] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [742] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [745] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [748] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [751] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [754] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [757] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [760] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [763] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [766] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [769] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [772] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [775] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [778] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [781] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [784] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [787] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [790] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [793] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [796] 0.00000000000e+00 0.00000000000e+00 0.00000000000e+00  
## [799] 0.00000000000e+00

# Plotting L vs x  
plot(x3,L\_3)
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# Sum of x3 sequence multiplied by tenth.increment  
sum(x3)\*tenth.increment

## [1] 1030.71

# Commentary: The top of both curves in part a and part b peak at 0 point on the x-axis

### Unit Test (R)

## [1] 4

## [1] 6

# Exercise 3 (R or SAS, optional)

Suppose we wish to determine the linear relationship be Calories per Serving and Calories per Recipe. We can determine this by solving a system of linear equations.

We would write this in matrix notation as

We would generally write this as , and find a solution by computing

.

However, the simplest function for the inverse, require square matrices, so commonly we use the *normal* equations,

(where is the transpose of ). We then find

Define appropriate X and y matrices (y can be a vector in R). Multiply the transpose of X by X, then use solve (R) or inv (IML) to find the inverse. Multiply this by the product of transpose X and y to find hat.beta.

Print your hat.beta.

# Moving Calories Per Serving data into matrix  
CPRM <- matrix(CaloriesPerServingMean,nrow = 7,ncol = 1)  
  
# Building matrix X for linear equation operation  
X <- matrix(0,nrow = 7,ncol = 2)  
X[1,1] <- 1  
X[2,1] <- 1  
X[3,1] <- 1  
X[4,1] <- 1  
X[5,1] <- 1  
X[6,1] <- 1  
X[7,1] <- 1  
X[1,2] <- CPRM[1,1]  
X[2,2] <- CPRM[2,1]  
X[3,2] <- CPRM[3,1]  
X[4,2] <- CPRM[4,1]  
X[5,2] <- CPRM[5,1]  
X[6,2] <- CPRM[6,1]  
X[7,2] <- CPRM[7,1]  
  
# Transposed matrix X  
X\_t <- t(X)  
  
# Loading CaloriesPerRecipe data into matrix  
y <- matrix(CaloriesPerRecipeMean,nrow = 7, ncol = 1)  
  
# multiply X\_t by x  
X\_m <- X\_t %\*% X  
  
#Multiply X\_t by y  
y\_m <- X\_t %\*% y  
  
# Inverse of matrix X  
X\_i <- solve(X\_m)  
  
# Calculating hat.beta for comparison with next section  
hat.beta <- X\_i %\*% y\_m  
hat.beta

## [,1]  
## [1,] -166.92279403500  
## [2,] 8.33903711693

Compare your hat.beta to

summary(lm(CaloriesPerRecipeMean~CaloriesPerServingMean))

##   
## Call:  
## lm(formula = CaloriesPerRecipeMean ~ CaloriesPerServingMean)  
##   
## Residuals:  
## 1 2 3 4 5   
## 55.02694299 28.50983163 -85.61273211 -40.59144432 19.49379344   
## 6 7   
## 9.87668209 13.29692629   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -166.922794035 158.101389707 -1.05580 0.33938  
## CaloriesPerServingMean 8.339037117 0.529639883 15.74473 1.8795e-05  
##   
## (Intercept)   
## CaloriesPerServingMean \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 51.9082754 on 5 degrees of freedom  
## Multiple R-squared: 0.980229069, Adjusted R-squared: 0.976274882   
## F-statistic: 247.896532 on 1 and 5 DF, p-value: 1.87948158e-05

If your estimate for does not match the R result, you can sill get partial credit by printing your , , and .

# Exercise 4

The probability mass function for value from Poisson data with a mean of is given by

### Part a

Create a sequence of given the mean and standard deviation for Servings per Recipe 1936, and calculate the , given for Servings per Recipe, 1936.

# mu and sigma variables for use with sequence and function below   
mu <- ServingsPerRecipeMean[idx.1936]  
sigma <- ServingsPerRecipeSD[idx.1936]  
mu

## [1] 12.9

sigma

## [1] 13.3

# Creating requested sequence and assigning to y  
y <- seq(from=floor(mu-sigma),to=ceiling(mu+sigma))  
y

## [1] -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21  
## [24] 22 23 24 25 26 27

# Function to calculate f(y,mu) for Servings Per Recipe (SPR), 1936  
Poissonfunc <- function(y,mu) {   
Poissonvar <- (exp(-mu))\*(1/factorial(y))\*(exp(y))\*(log(mu))  
return(Poissonvar)  
}   
  
Poissonfunc(y,mu)

## Warning in gamma(x + 1): NaNs produced

## [1] NaN 6.38808251848e-06 1.73646086287e-05  
## [4] 2.36009500468e-05 2.13846778822e-05 1.45323953237e-05  
## [7] 7.90062922646e-06 3.57935614328e-06 1.38995696598e-06  
## [10] 4.72286845370e-07 1.42645416621e-07 3.87750443914e-08  
## [13] 9.58195441518e-09 2.17053771399e-09 4.53856401994e-10  
## [16] 8.81221150194e-11 1.59693829295e-11 2.71308021431e-12  
## [19] 4.33818626218e-13 6.55134049165e-14 9.37283674236e-15  
## [22] 1.27390058989e-15 1.64896229751e-16 2.03742920415e-17  
## [25] 2.40795947062e-18 2.72729686360e-19 2.96542460206e-20  
## [28] 3.10033069594e-21 3.12132318259e-22

# NaN value was generated and may affect future calculations if this sequence is used again.

### Part b

Next, compute the likelihood for each using your likelihood function from Exercise 2, with the same mean and standard deviation as in Part a of this exercise.

Plot vs from Part a, then vs from this part. Use different colors, symbols or line types (or combination of these) for the two curves. (If you do this in SAS, research the group option).

Comment on the differences and similarities of the curves, noting in your comments the curve type (color, symbol, etc).

mu <- ServingsPerRecipeMean[idx.1936]  
sigma <- ServingsPerRecipeSD[idx.1936]  
  
# x3 from Exercise 2, part a as x  
x <- seq(from=(mu-3\*sigma),to=(mu+3\*sigma),by=tenth.increment)  
  
#Calculating likelihood of y  
yL <- (1/(sigma \* sqrt(2 \* pi))) \* exp(-((y-mu)^2)/(2\*sigma^2))  
yL

## [1] 0.0173730880837 0.0187402879094 0.0201011233636 0.0214392324060  
## [5] 0.0227375134220 0.0239784738239 0.0251446120947 0.0262188220277  
## [9] 0.0271848063757 0.0280274860842 0.0287333908331 0.0292910167938  
## [13] 0.0296911383406 0.0299270619222 0.0299948123306 0.0298932441260  
## [17] 0.0296240738520 0.0291918317763 0.0286037350512 0.0278694872587  
## [21] 0.0270010121170 0.0260121315609 0.0249182003310 0.0237357105508  
## [25] 0.0224818804740 0.0211742416364 0.0198302380752 0.0184668501308  
## [29] 0.0171002537187

xPlot <- Poissonfunc(x,mu)

## Warning in factorial(y): full precision may not have been achieved in  
## 'gammafn'  
  
## Warning in factorial(y): full precision may not have been achieved in  
## 'gammafn'  
  
## Warning in factorial(y): full precision may not have been achieved in  
## 'gammafn'  
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## Warning in factorial(y): full precision may not have been achieved in  
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## 'gammafn'  
  
## Warning in factorial(y): full precision may not have been achieved in  
## 'gammafn'  
  
## Warning in factorial(y): full precision may not have been achieved in  
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## Warning in factorial(y): full precision may not have been achieved in  
## 'gammafn'  
  
## Warning in factorial(y): full precision may not have been achieved in  
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## Warning in factorial(y): full precision may not have been achieved in  
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## Warning in factorial(y): full precision may not have been achieved in  
## 'gammafn'

Poisfunc <- xPlot[1:29]  
  
#f(x,mu) vs y plot  
plot(Poisfunc,y,col="Blue",type = "b")

![](data:image/png;base64,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)

# L(y,mu,sigma) vs y plot  
plot(yL,y,col= "Red",type = "b")

![](data:image/png;base64,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)

# Commentary: The bottom half of the curve of the first plot resembles the curve of the second plot.  
# Also, the curve in the second plot covers whole range of y, while the comparable curve portion in the first plot  
# only covers approximately half that range.

### Part c

Calculate and print the sum of each sequence and , multiplied by the increment.

sum(Poissonfunc(x,mu))\*tenth.increment
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## [1] 317885110.393

sum(yL)\*tenth.increment

## [1] 0.072448575647

# Exercise 5

Given a vector of mean estimates , a vector of standard deviations and a vector of sample sizes , we can calculate a one-way analysis of variance by

and

where is the mean of and . The test statistic is which is distributed as

### Part a

Calculate MSW and MSB for Calories per Serving from Wansink Table 1. You can use the variables CaloriesPerServingMean and CaloriesPerServingSD. Use array functions and arithmetic for your calculations (hint - use pairwise operations). Do not hard code values for and , calculate these from the appropriate variables.

Print both MSB and MSW.

### Part b

Calculate an F-ratio and a for this , using the distribution with and degrees of freedom. Use . Compare these values to the corresponding values reported in Wansink Table 1.

You can check results by entering appropriate values in an online calculator like <http://statpages.info/anova1sm.html> .

# Exercise 6 (R or SAS)

You will refer to the matrices from Exercise 1 in this exercise. If you want to use IML for this exercise, put this exercise in the same PROC IML block.

### Part a

Compute the absolute value of the differences between pairs of treatments after subtracting and . Name this matrix TreatmentDifferences and print this matrix, then print the maximum value of this matrix (using builtin funtions).

### Part b

Use the fisher.lsd function to compute the LSD for each pair of treatments. Pass as parameters S\_1 and S\_2 from Exercise 1. Name this matrix PairwiseLSD. Print this matrix, then perform a comparison between TreatmentDifferences and PairwiseLSD to determine which treatment pairs are significantly different. Compute and print the number of pairs that are significantly different.

### Part c

Now, modify your Tukey HSD function from Homework 3 to accept three and only three paramaters - a vector of standard deviations , a vector of sample sizes and an optional .

Inside your modifed HSD, use the formula for from Exercise 5 to compute a pooled . Use as the degrees of freedom and determine the number of comparisons from the data. For the divisor of the standard error term, use the harmonic mean of , given by

Call your new HSD function with the standard deviations used in Exercise 1 to compute a single HSD value; name this value PairwiseHSD and print this value. You will need to create a vector of .

Repeating the steps from Part b, compare this value to TreatmentDifferences and compute the number of treatment means that are signficantly different. Comment on the number of different treatment pairs found in Part b and and this part.

# Total points from unit tests

unit.test.points

## [1] 6